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Abstract—Vehicular Edge Computing (VEC) has emerged to
offer cloud computing services closer to vehicular users by
combining vehicles and edge computing nodes into Vehicular
Clouds (VCs). In this scenario, an intelligent task scheduler must
decide which VC will run which tasks, considering contextual
aspects like vehicular mobility and tasks’ requirements. This
is important to minimize both processing time and monetary
costs. However, such direct optimization can lead to unfairness
in resource usage, easily leading to (as we will show) decreased
performance. Towards this end, in this work, we propose FARID,
a task scheduling mechanism that considers contextual aspects of
its decision process and applies a probabilistic selection function
on VCs to balance the processing load and increase the fairness
in the use of vehicular resources. Compared to state-of-the-art
solutions, FARID has a higher level of fairness and can schedule
more tasks while minimizing monetary costs and system latency.

I. INTRODUCTION

Vehicular Edge Computing (VEC) emerged as a paradigm
to provide computing power and storage close to vehicular
users [1]. VEC allows applications with strict latency re-
quirements to be provided cloud computing services at lower
levels in the network hierarchy, thus mitigating problems such
as transmission delays, poor connection reliability, and high
bandwidth usage. For this purpose, VEC needs to aggregate
the resources and make them available on the network [2].

In this context, the computational resource aggregation
from vehicles and Base Stations (BSs) with computational
capabilities is known as Vehicular Cloud (VC) formation [3].
This process typically considers the vehicular mobility pattern
to group vehicles in coverage of a BS and, with this, can
maintain stable resource availability [4]. The utilization of
these aggregated computational resources, in turn, is referred
to as task scheduling [5]. This process is performed in real-time
and is designed to optimize the use of available resources while
ensuring that tasks are completed promptly and efficiently [6].

One of the main challenges of task scheduling in VCs is
the dynamic nature of the vehicular network, as vehicles move
and change their position, making it challenging to predict
resource availability in a specific location. To tackle this
challenge, advanced strategies are used to determine the best
task placement based on factors such as communication costs
and mobility prediction [2].

However, much less attention has been paid to questions
of fairness in resource usage in the scheduling process [7].
We treat this as an issue of load balancing among the nodes
processing tasks (vehicles and BSs), that is, distributing the
workload evenly across available computational resources [8].
Load balancing is performed either when a task arrives or once
it has already been queued [9]. It ensures that tasks are allocated
efficiently to prevent resource over or underutilization [10].
By balancing the load, the system can achieve better resource
utilization and response times. Additionally, load balancing can
help mitigate congestion and handle varying demand patterns,
resulting in a more efficient and effective task scheduling
process [4]. Therefore, another important challenge of VCs
is to meet user demands by maintaining fair load balancing
among available computational resource usage [7], [8] while
still considering node mobility in the scheduling process.

Towards this end, this work introduces FARID (FAir Re-
source usage in vehIcular clouDs). FARID runs on VEC
controllers and uses Pareto optimality to schedule tasks in
different VCs. The mechanism splits the set of tasks into
different parts to improve the system efficiency with parallel
management, obtaining k different Pareto sets and being able
to make k decisions at the same time, where k is the number
of threads running in each VEC controller. FARID aims to
minimize processing time within VCs, thus reducing resource
utilization and, subsequently, monetary costs. Also, it considers
contextual aspects in its decision process, such as resource
mobility in each VC and task’s requirements. We assessed
the efficiency of FARID compared to other mechanisms, and
the results indicate its capability to schedule a larger quantity
of tasks, minimize monetary costs, and reduce overall system
latency. Lastly, FARID employs better load balancing in the
scheduling process, resulting in greater fairness in the resource
usage of VCs.

In summary, the contributions of this work are:
• a task scheduling mechanism that maximizes the tasks

scheduled while maintaining a fair load balancing in the
use of computational resources;

• the use of multithreading for parallel resolution of schedul-
ing subproblems, aiming to reduce system latency; and

• the utilization of contextual information to aid in the
decision-making process.
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II. RELATED WORK

Numerous studies have created diverse strategies to optimize
task scheduling in VEC systems. Also, some of these strategies
try to balance the scheduling load in the VCs. For instance,
Hattab et al. [11] introduced an optimized algorithm for
scheduling tasks in VCs with varied resources, which mainly
uses the First-Come, First-Served (FCFS) standard from the
literature. The algorithm classifies tasks by completion-to-
waiting time ratio, identifies those with the lowest ratio, and
uses Linear Programs to solve them. It aims to minimize task
completion time within VC’s resources, assuming a static VC
and focusing solely on a single VC. In this case, load balancing
is trivial, as there is only one VC for decision-making.

Some works consider Multi-Criteria Decision Making
(MCDM) methods for selecting the VC to perform the schedul-
ing process. Such MCDM methods tend to balance the selected
options to insert a load balance during the decision process.
Aligning with this approach, Mishra et al. [12] introduced two
Analytic Hierarchy Process (AHP)-based resource allocation
policies, named SECA and AHP-EV. Resource allocation
can also be defined as task scheduling, depending on the
scenario. The proposed schemes consider the network load
and compute load during decision-making, aiming to minimize
each task’s delay. These policies differ in assigning weights to
each criterion, but both have similar results. AHP-EV employs
pre-set weights for computing power and network, whereas
the SECA dynamically determines criteria weights.

Other works utilize multi-objective optimization methods for
the task selection process that will be scheduled. Da Costa et al.
[6] presented a task scheduling mechanism for VCs based on
Pareto optimality, named EFESTO. EFESTO employs vehicle
mobility information to estimate the resources available in each
VC, thereby enabling more precise decision-making. Moreover,
it uses Pareto optimality to select the optimal subset of tasks
for joint minimization of deadline and processing time, which
minimizes the monetary cost associated with resource usage.
However, EFESTO prioritizes the VCs with more available
resources without considering possible overloads that this
continuous selection can cause.

Similarly, Luo et al. [13] evaluated delay and cost impli-
cations associated with task scheduling in VCs. The study
established a scheduling framework that accommodates com-
munication and computation within VCs, considering tasks with
varied requirements. Consequently, a multi-objective problem
was designed to minimize both delay and cost. A Particle
Swarm Optimization-based scheduling algorithm was suggested
to derive Pareto-optimal solutions. However, due to the bio-
inspired nature of the approach, the convergence time could
impact the solution’s overall performance. Additionally, the
authors did not factor in vehicular mobility as a prerequisite
in the scheduling process.

Ribeiro et al. [14] introduced a metaheuristic approach that
models VCs as a coalition. In game theory, a coalition refers
to a group of players who agree to cooperate by combining
their strategies to enhance their joint payoff. In this context,
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Fig. 1. A system architecture employed by FARID, presenting its main
components, such as vehicles, Base Stations (BSs), Remote Server (RS),
Vehicular Clouds (VCs), and Vehicular Edge Computing (VEC) Controllers.

the authors propose a coalition game to maximize resource
utilization while dynamically balancing the load among the
VCs. Firstly, the mechanism establishes a strategy based on
the Shapley value to determine the sequence in which tasks are
scheduled. After that, the mechanism uses a queue to schedule
tasks within VCs based on values calculated. Nonetheless,
the authors overlook the contextual factors in the scheduling
decision process. They do not consider the implications of
vehicular mobility and task deadline constraints.

Based on the state-of-the-art analysis, it is possible to observe
that these works mostly do not consider mobility information in
scheduling decision processes. Also, it is essential to consider
load balancing during the task scheduling decision process to
increase fairness in using resources and not overload specific
regions in the city, increasing its maintenance costs.

III. SYSTEM OVERVIEW

This section describes FARID, which considers Pareto
optimality and a probabilistic selection function to maximize
scheduled tasks, load balancing, and fairness in resource usage.

A. Network and System Model

Figure 1 presents the system architecture composed of
vehicles, BSs, VEC controllers, and a Remote Server (RS)
in the Internet. The scenario has a set of x vehicles, denoted
as ui ∈ U = {u1, u2, . . . , ux}. Also, there is a set of p BSs
deployed in the city, denoted as by ∈ B = {b1, b2, . . . , bp}.
Each BS can communicate with the RS via optical fiber link.

To improve the management of BSs, the city is divided into
R regions, and each region has at least one BS. Furthermore,
we consider a set of |R| VEC controllers, since each region
is managed by exactly one controller. Therefore, after the
association between the vehicle and BS, the BS sends this
information to the RS. The association process considers the
Max-SINR approach. BS information only is updated as the
number of vehicles in its coverage changes.

In the resource aggregation process (VC formation), the
VEC controller needs to request the RS about BSs and vehicles
information to build its regional knowledge [3]. In this way,
the system employs a Publish/Subscribe scheme to obtain the
relevant information without introducing unwanted traffic into
the network. The set of VCs can be denoted by vj ∈ V =
{v1, v2, . . . , vm}, where m is the total number of VCs. We
consider that the number of VCs is the same number of BSs,
as the positioning of the BS defines where the VC will act. In



summary, a VC consists of a set of vehicles and BS capable
of sharing processing power ω in Million of Instructions Per
Second (MIPS) and storage capacity ϕ in Megabytes (MB).
The total amount of processing power Ωj and storage capacity
Φj of each VC vj is the sum of the shared resources of vehicles
and BS that make up these VCs.

Due to VC’s resource variability over time, we utilize
accurate vehicular mobility data to determine each vehicle’s
stay within BSs’ coverage. Even though mobility prediction
is not the primary focus of this study, we employ an optimal
mobility prediction method. Future vehicle mobility data is
gathered from the vehicular dataset within a time window Z.
To simulate prediction errors, we introduce a white Gaussian
noise to each collected data [6]. Finally, as we now estimate
the available resources in the VCs at z ∈ Z time units, these
resources can be denoted by Ωjz and Φjz .

B. Problem Definition

Each task tl ∈ T = {t1, t2, . . . , tn} is denoted by a tuple
{idtl , s

t
l , w

t
l , D

t
l} where idtl represents the unique identification

number, stl denotes the input data size (in MB), wt
l is the

number of Central Processing Unit (CPU) cycles required
to process the task, and Dt

l is its deadline constraint. The
processing time dtlj (i.e., execution time of a task in a specific
computational configuration) can be obtained based on the
required CPU cycle wt

l divided by the server’s CPU cycle
frequency Ωj , as dtlj =

wt
l

Ωj
,∀tl ∈ vj .

As VC’s computational resources are shared among different
tasks, the Ωj considered for getting processing time for a given
task must be updated according to the degree of sharing of
this resource within the VC, represented by Ψj . Thus, Ωj is
divided by the number of tasks |T ′

j | that were scheduled in
this VC to yield Ψj =

Ωj

|T ′
j |
, j ∈ V .

Additionally, each task has a deadline constraint Dt
l . This

deadline represents a time limit that the task can wait to be
processed. If dtlj ≤ Dt

l , the task can be scheduled and executed
in the VC vj . Also, when a task is scheduled and starts to be
processed, there is a cost associated with this execution. The
monetary cost is modeled as

Cl = dtlj ∗ (wt
l ∗ResourcePrice(tl)). (1)

where dtlj is the tl processing time in vj ∈ V and wt
l

is its CPU cycles required. ResourcePrice(tl) indicates the
resource price used and is set to $14.309 (if tl uses BS’s
resources) or $6.27 (if tl uses vehicles’ resources). The prices
are based on instances available on Amazon EC2 1 (Region
Europe, Frankfurt), such as g4ad (BS) and g3 (vehicle).

In summary, when a task arrives in the system, it is queued
and waits until it is scheduled. The VEC controller must select
the VC to process this task. This selection decision should
consider the VC’s processing power over time and the task
requirements. So, to consider these different objectives, a task
scheduling problem was formulated that primarily seeks to

1https://aws.amazon.com/ec2/dedicated-hosts/pricing/
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Fig. 2. The task scheduling pipeline with a load-balancing function integrated
into the scheduler approach.

maximize the number of tasks scheduled considering constraints
that directly impact the monetary costs, as follows:

maximize
n∑

l=1

tl, l ∈ T, (2)

subject to dtlj ≤ Dt
l , l ∈ S′, j ∈ V, (3)

n∑

l=1

stl ≤ Φjz, l ∈ S′, j ∈ V, z ∈ Z, (4)

n∑

l=1

wt
l ≤ Ψjz, l ∈ S′, j ∈ V, z ∈ Z. (5)

The constraint (3) guarantees that the task deadline is
respected and helps reduce the monetary cost, avoiding
rescheduling. Also, constraints (4) and (5) ensure that VCs’
storage and processing limits during the z required processing
time intervals are respected.

C. FARID’s operation

Figure 2 presents a simplified task scheduling process
pipeline in VCs. In summary, tasks are queued on the VEC
controller as soon as they arrive in the system (Label 1 ). In this
phase, the task can assume two states, waiting and scheduled. A
task can assume a scheduled state and return to a waiting state
if the VC fails to complete its processing and the task’s deadline
is Dt

l > 0. From that moment on, the task deadline must be
observed constantly since the task is waiting for the scheduler’s
decision. Based on its criteria, the scheduler decides which
VC the task will be processed. This scheduler can employ a
load-balancing strategy to increase fairness levels in utilizing
the VEC’s computational resources. A Dispatcher has the role
of distributing the tasks to the corresponding VCs (Label 2 ).
The task distribution ratio is stored by VEC controller for
load-balancing purposes in future decisions. Finally, the VCs
receives the tasks and starts processing (Label 3 ).

In this context, FARID seeks the Pareto set using a dual-
criteria approach: it simultaneously minimizes tasks’ processing
times and deadlines. A distinct vector is created for each
criterion (processing time and deadline), arranged in a 2-
dimensional plane to find the Pareto set. We can obtain a
Pareto set in 2-dimensional in polynomial time O(n log n) [6].
Besides, as the objective is to maximize the number of tasks
scheduled, we simplify our problem to an instance of the Bin
Covering Problem (BCP), which solves this issue [3].



Furthermore, FARID divides the task queue and set of VCs
into k parts to make the scheduling process more efficient. Now,
each k part is responsible for calculating a Pareto set and the
universe of available VCs is smaller for the BCP application.
FARID makes k decisions simultaneously. This division is
performed in the Dispatcher. The Dispatcher Function in
Algorithm 1 exemplifies this splitting process.

With the scheduling decision taken, carrying out a load
balance among the available VCs to increase fairness in
resource usage is essential. With this in mind, we consider a
selection probabilistic function when the scheduler needs to
select the VC in the scheduling process. After a VC is selected,
its selection probability decreases. Thus, when FARID selects
the VCs in the next round, an ordering of the probability vector
is performed, and the VC with the highest current probability
is selected. With that, after m rounds, all VCs are selected
at least once during the execution of FARID, where m is the
total number of VCs.

In summary, every VC has an original probability of being
selected during the scheduling process, according to

P 0
j , j = 1, 2, . . . ,m (6)

The selection probability is halved (0.5) if the VC is selected
in the current round. Otherwise, the previous probability is
maintained, according to Equation (7).

P z
j =

{
0.5 · P z−1

j , if item j was selected
P z−1
j , otherwise

(7)

To avoid the scenario that after a high number of rounds, the
probability of a VC is reduced to zero and it is never selected
again, a minimum nonzero probability is considered as

P z
j =

{
0.0001, if P z

j ≤ 0

P z
j , otherwise

(8)

Algorithm 1 describes the operations of FARID in a VEC
controller. The controller gets the VC set V , the task set T ,
and the number of threads k, which gives the S scheduled task
set as output. The Dispatcher Function splits the T and
V into k parts and starts the execution of the Scheduling
Function in parallel for each defined k (Lines 2 and 4). In the
Scheduling Function, the VCs’ probability vector is sorted
in descending order to select VC with the highest selection
probability (Line 6). For each v checked and selected, the
probability must be updated (Line 8). Two vectors are created
based on T , the first R for the estimated processing time,
and the second D for deadlines (Lines 9 and 10). FARID
calls the procedure PARETOSET with configuration for joint
minimization of vectors R and D (Line 11). The procedure
returns a set P containing the id of the tasks in the Pareto set.
After that, FARID runs BCP to select the best subset S′ ∈ P
that best fits in V (Line 12). Also, the total number of resources
needed for this returned set is calculated (Line 13). For each
task in the set S′, it is verified if the VC will have available
resources until its deadline Dt

l (Line 15). If not, that task is
removed from the set S′ (Line 16). If so, its actual processing

time is calculated (Line 19). If the processing time is longer
than its deadline, the task is removed from S′ and will be
rescheduled in the next round. Otherwise, set S′ is added to
the scheduled tasks list S (Line 23).

Algorithm 1: FARID
Input: task set T , VC set V , and number of threads k
Output: scheduled tasks set S

1 Function Dispatcher(T , V , k):
2 Split task set T into k parts
3 Split VC set V into k parts
4 Running Scheduling (Tk, Vk) for each thread k

5 Function Scheduling(T , V ):
6 V ← descending order of selection probability
7 foreach v ∈ V do
8 Update v’s probability using Equation (7)
9 R← tasks’ processing time for v

10 D ← tasks’ deadline
11 P ← PARETOSET({R,D}, obj=[min,min])
12 S′ ← BINCOVERINGPROBLEM(P, v)
13 totalResources← Sum all resources in S′

14 foreach t′ ∈ S′ do
15 if totalResources < vj until Dt

l then
16 S′.remove(t′)
17 totalResources← totalResources− t′

18 else
19 dtlj ← As shown in Section III-B
20 if dtlj > Dt

l then
21 S′.remove(t′)

22 else
23 S ← S′

24 return S

IV. EVALUATION

This section describes the methodology and metrics used to
evaluate the efficiency of FARID.

A. Scenario description and Methodology

The experiments were carried out with the Simulation
of Urban MObility (SUMO) 1.16.0. The algorithms were
implemented in Python 3.8.10 and connected to SUMO through
the TraCI interface. We used a central sub-map of 114 km2

from TAPASCologne trace2, which reproduces vehicle traffic
in the city of Cologne, Germany. We consider 2 hours of
vehicular mobility and up to 700 vehicles. The simulation time
was 800 seconds, with 100 initial seconds of warm-up. We ran
the simulations 33 times to obtain a 95% confidence interval.

The Bag-of-Tasks (BoT) applications were considered since
they can be executed outside the arrival order. The tasks’ dead-
line varies between [0.5, 0.8), [0.8, 1.0], and (1.0, 3.0] seconds.

2https://sumo.dlr.de/docs/Data/Scenarios.html
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Fig. 3. Simulation results considering different deadline constraints.

This is important for generalizing different application classes.
VC formation intervals were 5 seconds. The arrival rate of
tasks λ is 5 tasks/second, following a Poisson distribution. The
communication ranges of vehicles and BSs were 250 and 2000
meters, respectively.

Furthermore, the size assigned to the tasks was stl = [1, 10]
(MB), and the CPU cycles required varying in wt

l = [1, 30]
Million of Instructions (MI). The number of CPU per vehicle
is 1, which without loss of generality represents 1 MIPS. Each
vehicle’s storage capacity has been simplified to 1 MB. 14
BSs were used, and each can share processing power equal 15
MIPS and storage capacity equal 15 MB. 4 VEC controllers
were considered, and each can manage up to 4 neighboring
BSs. The BSs deployment positions followed the information
provided by the TAPASCologne project.

We compared the performance of FARID with three ap-
proaches, namely: RANDOM, which combines a policy based
on First-Come, First-Served (FCFS) [11] with a randomized
policy to select VCs [15]; EFESTO [6], which uses Pareto
optimality in the task scheduling process and selects VCs with
more resources every round; and AHP-EV [12], which uses the
AHP multi-criteria approach in its decision-making process.

The metrics used for evaluation were: i) Scheduled Tasks
represent the percentage of tasks successfully completed; ii)
Monetary Cost refers to the resources usage price; iii) System
Latency refers to the processing time plus the queue waiting
time; and iv) Fairness represents Jain’s fairness index. This
metric is widely used to measure how fair the use of resources
is in a computational system.

B. Simulation Results

Figure 3(a) shows the percentage of successfully scheduled
and executed tasks. The performance of all approaches enhances
as the maximum deadline extends. This means that the
mechanisms have more time for decision-making and can
make more unsuccessful attempts until the deadline is reached.
FARID can schedule more tasks in all observed scenarios.
Also, our mechanism can schedule more than 98% of tasks in
configurations with less complex time constraints (maximum
deadline (1.0, 3.0]). The use of mobility information helps in

more accurate decisions, ensuring that the task will complete
its processing in the selected VC. EFESTO is the second
mechanism that can schedule more tasks. However, the fact
that it only considers one Pareto set can make the decision
process difficult, as possible better subsets are disregarded. The
AHP-EV reaches lower levels of scheduling, compared to the
two previous mechanisms, due to its decision strategy that
selects only one pair (task, VC) at each round. This approach
aims to integrate the criteria, which are the task requirements,
and select the best task for the current VC. RANDOM has the
worst performance in all scenarios. This is due to its decision
strategy, which is only concerned with the task’s size employed
by FCFS, disregarding fundamental aspects such as deadline
and processing time. Besides, the selection of VCs is carried
out at random to increase fairness in the use of resources. In
the most challenging configuration, with a maximum deadline
equal to [0.5, 0.8), FARID is still superior, but managing to
schedule only 61% of tasks.

Figure 3(b) shows the results regarding the system latency,
which includes queue waiting time and task processing time. In
this metric, the lower latency means the scheduling rounds are
more efficient. In all the evaluation scenarios, it can be observed
that FARID reduces the system latency. The best result is mainly
achieved due to the selection of VCs employed by FARID,
which minimizes the task processing time and the deadline
constraint jointly. Also, the use of k decision-makings at the
same time allows a smaller universe of tasks to be explored
and helps to reduce system latency. In this way, FARID can
handle a more significant number of tasks in a shorter time than
other approaches. Mobility information helps estimate future
resources, guaranteeing lower error rates in its scheduling
process. RANDOM has higher latency in all evaluations due
to its decision-making prioritizes the task size. EFESTO has
an advantage over AHP-EV in the least challenging scenario
(maximum deadline (1.0, 3.0]). In summary, FARID improved
resources management by incorporating contextual aspects of
tasks and VCs into its decision-making process.

Figure 3(c) shows the monetary cost of using the VCs’
computational resources. As the resource prices differ, as
discussed in Section III-B, the approaches prioritize vehicle



[0.5, 0.8) [0.8, 1.0] (1.0, 3.0]
Deadline (s)

0.0

0.2

0.4

0.6

0.8

1.0
Ja

in
's 

fai
rn

es
s i

nd
ex

RANDOM AHP-EV EFESTO FARID

Fig. 4. Jain’s fairness index considering different deadline constraints.

resources to minimize the final monetary cost. It can be noted
that FARID minimizes the monetary cost in all evaluations
performed. The best performance of FARID is due to the
selection of tasks considering the future resources available
in the VC. Pareto optimality allows the best task set to be
scheduled in the same VC with minimum processing time
and deadline constraints. Furthermore, separating the queued
tasks into k parts makes the checks more efficient, and FARID
makes fewer errors during the scheduling decision. RANDOM
performs worse on this metric because its selection of VCs is
entirely random, which does not guarantee that the task will
be completed on the VC selected.

Finally, Figure 4 presents the fairness index obtained by
the approaches when selecting VCs for scheduling. FARID
obtains the best fairness index in all considered evaluation
scenarios. The probability-based VC selection function allows
all VCs to be selected during the scheduling process, thus
increasing the network’s ability to meet user demands (as seen
in Figure 3(a)). The RANDOM approach obtained the second-
best performance in this metric because it randomly selects
a VC each round. This way, the chance of all VCs being
selected increases significantly. However, it is crucial to view
these metrics holistically. It is not sufficient for a scheduling
approach to have a high fairness index if it can not satisfy even
15% of user demands in more complex scenarios. EFESTO
has the worst fairness index since it prioritizes VCs with more
resources in each scheduling round.

V. CONCLUSION

In this paper, we proposed a task scheduling mechanism
for Vehicular Edge Computing (VEC) environments, using
the Pareto optimality principle to select the best task set to
be scheduled in Vehicular Clouds (VCs). We combine Pareto
optimality with Bin Covering Problem (BCP) to find the most
suitable fit between tasks and VC resources. The task selection
is based on contextual aspects, such as the processing time
and task deadline. Besides, we consider vehicular mobility
information to estimate the resources in each VC. The proposed
approach also guarantees high levels of fairness in using
vehicular resources, applying a probability function for load

balancing on the selected VCs. Compared to state-of-the-
art solutions, FARID has a higher level of fairness and can
schedule more tasks while minimizing monetary costs and
system latency.

Future works include exploring other approaches to load
balancing and fairness. Also, we intend to evaluate network
metrics to get the maintenance/knowledge traffic in the VEC
controllers.
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